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Abstract
Geo-spatial object detection in high-resolution satellite images has many applications in urban planning, military applications,
maritime surveillance, environment control and management. Despite the success of convolutional neural networks in object
detection tasks in natural images, the current deep learning models face challenges in geo-spatial object detection in satellite
images due to complex background, arbitrary views and large variations in object sizes. In this paper, we propose a framework
that tackles these problems in efficient and effective way. The framework consists of two stages. The first stage generates
multi-scale object proposals and the second stage classifies each proposal into different classes. The first stage utilizes feature
pyramid network to obtain multi-scale feature maps and then convert each level of the pyramid into an independent multi-scale
proposal generator by appending multiple region proposal networks (RPNs). We define scale range for each RPN to capture
different scales of the target. The multi-scale object proposals are provided as input to the detection sub-network. We evaluate
proposed framework on publicly available benchmark dataset, and from the experiment results, we demonstrate that proposed
framework outperformed other reference methods

Keywords Geo-spatial object detection · Region proposal networks · Multi-scale object proposals

1 Introduction

Remote sensing technology allows the scientists and
researcher to acquire information about the objects from
far distance via remote sensors on satellite and unmanned
aerial vehicle (UAV). With the advancement in remote sens-
ing technology, high-resolution satellite images can be easily
obtained [1,2]. Object detection in satellite imagery has
become the focus of many researcher. The task of automated
object detection has several applications in maritime surveil-
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lance [3], truck traffic monitoring [4], building detection [5],
land cover classification [6].

The task of geo-spatial object detection is to identify the
class and location of the object [7]. In this paper, our focus is
on detecting man-made objects, for example, ships, aircraft,
etc.). Object detection in normal images is relatively chal-
lenging than satellite images, since in later the images are
captured from long distance and top-down view and quality
of images are mainly affected by weather and other environ-
mental conditions [8]. Complex and cluttered background,
small object size and multiple object scales further make
geo-spatial object detection a challenging problem.

Several methods have been reported in literature to detect
multi-class objects in satellite images. Some of traditional
methods [9–11] extract hand-crafted features, for example,
SIFT [12], BoW [13], HoG [14], etc., from input image and
employ machine learning algorithms to classify the objects.
Although hand-crafted features work well in detecting some
specific objects, however, these features demonstrate poor
robustness and generalization capabilities in other object
detection tasks [2], particularly in satellite images.

During recent years, deep learning models achieved
tremendous performance in classification, object detection,
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semantic segmentation tasks. These deep learning models,
unlike other machine learning methods, extract hierarchi-
cal features from raw images. Convolutional neural network
(CNN), on the other hand, directly learns hierarchical fea-
tures from 2-D raw images. The local receptive field of
different layers of CNN learns different contexts and spa-
tial relationship of the objects in the scene.

Although deep learning model has achieved tremendous
success in object detection task for natural images, the perfor-
mance of these methods degrades when employing to detect
objects in satellite images. Small sizes of the objects and
wide range of object scales are the twomain causes leading to
the poor performance of object detectors in satellite images.
The promising solutions are efficient learning of multi-scale
features and feature fusion strategy that fuses feature maps
of different convolution layers, remarkably achieve perfor-
mance boost. Significant amount of literature is devoted
to address the scale problem by utilizing image pyramid
[15,16]. In feature pyramid strategy, image is re-sized by
using a scale-aware network [17] to bring all objects in a
single scale and trained a single object detector. However,
training a single detector to coup with all scales is hard [18].
Moreover, processing of image pyramid causes huge com-
putational cost due to increase in memory requirement.

Todetectmulti-class,multi-scale object in satellite images,
we propose a framework that utilizes feature pyramid net-
work (FPN) as feature extractor. FPN extracts multi-scale
feature map (feature pyramid) from an input image of arbi-
trary size. To detect multiple objects of different scales,
instead of training a single-scale detector, we learn multiple
detectors, each of which utilizes single level of feature pyra-
mid as feature map and responsible of detection in a certain
scale range. Generally, we utilize multiple region proposal
networks (RPNs), each of which has its own scale range.
We believe that proposed framework can be applied in other
detection problems, for example, landslide detection [19] that
will provide an aid to landslide risk prediction problem [20]
and detection of rolling contact fatigue in rail tracks [21] for
the safety and maintenance of rail tracks.

The key contributions of proposed framework are listed
as follows:

1. A multi-scale and multi-class unified framework that
detects objects in high-resolution satellite images.

2. The framework deals with the multi-scale problem by
employing multiple RPNs, each of which has its own
scale range and utilizes the independent level of the pyra-
mid for generating scale-specific object proposals.

3. Fromquantitative andqualitative analysis,we exhibit that
proposed framework outperforms other related methods
on challenging benchmark datasets.

2 RelatedWork

We now review some methods related to object detection in
satellite images. Traditional methods extract low-level fea-
tures from input image by sliding window approach and
utilizes machine learning models to classify object propos-
als. These low-level features includes, LBP [22], HOG [14],
BoW [23] and sparse coding [24]. Support vector machine
[25] successfully employed and demonstrated strong dis-
criminative abilities in detecting different geo-spatial objects,
for example, ship detection [26], air plane [27]. Similarly.
AdaBoost algorithm that combines multiple weak classifiers
to form a single robust classifier has been utilized to detect
geo-spatial objects in [28]. k-nearest-neighbor (kNN) [29]
has been used for different geo-spatial object detection and
classification tasks [30,31]. Conditional random field (CRF)
[32] has been used in task of urban area detection [33], build-
ing detection [34,35] and airport detection [36]. Similarly,
different artificial neural networks (ANNs), for example,
multilayer perceptron (MLP), extreme learningmachine [37]
have been utilized in several remote sensing applications,
for example, ship detection [38], vehicle detection [39], tree
detection [37], road detection [40], land-cover classification
[41].

Aforementionedmethods achieve impressiveperformance,
however, these models rely on computation of complex
hand-crafted features. These features do not have the dis-
criminative power to classify and detect multi-class objects
in satellite images with complex background. Recently, deep
learning models achieve remarkable success in object detec-
tion, semantic segmentation and classification tasks in natural
imagery. Moreover, deep learning models have achieved
tremendous success in defect detection [42,43] and time-
series classification tasks [44,45]. However, deep learning
models have a long way to go to achieve high precision to
detect objects in satellite images.

For object detection task, we classify deep learning mod-
els into two categories: (1) Region-based models and (2)
Regression-based models [46]. Region-based methods con-
sist of two stages,where object proposals are extracted during
the first stage and obtained proposals are then classified dur-
ing the second stage. Therefore, these models are also called
as two-stage models. Region-based model proposed in [47]
proposed a model(R-CNN) that utilizes statistical method,
i.e., selective search (SS) [48] to extract multi-scale region
proposal from the input image. CNN is then utilized to extract
hierarchical features from each region proposal. Finally, non-
maximum suppression (NMS) is employed to suppress low
confidence bounding boxes and obtain the results. To auto-
mate region proposal generation process, Faster-RCNN [49]
uses region proposal network (RPN) that generates object
proposal through a learning process. Mask R-CNN [50] fur-
ther extends and improves the performance of Faster R-CNN
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by parallel branches to predict the mask and bounding box
of the object simultaneously. To further enhance the speed
and accuracy of Faster-RCNN, a model is proposed in [51]
that accumulates the feature map of last convolutional layer
by employing region of interest (RoI) layer that produces
score for each ROI. Two-stage models achieve best results
in detecting large objects in natural images. However, these
models suffer from the following limitations: (1) Two-stage
models rely on the complex process for generating object
proposals. (2) The inference speed of these models is rela-
tively slow compared to single-stage models. (3) Due to slow
inference speed, these models may discard important frames
and therefore, not suitable for real-time applications. (4)
These models face challenges while detecting small objects
and therefore not convenient for object detection in satellite
images.

Single-stage deep learning models treat the object detec-
tion problem as regression problem. Popular single-stage
models include You only look once (YOLO) [52], and its
variants, YOLOV2 [53], YOLOv3 [54], single-shot multi-
box detector (SSD) [55], over-feat [56], etc. Thesemodels do
not require to generate object proposals and predict the class
of the object directly. These models improve the run-time
speed, however, at the cost of accuracy compared to two-stage
models. Apart from traditional single-stage and two-stage
models, different CNN architectures have been proposed for
objects detection task in satellite images [57–59].Most recent
and comprehensive survey of different models and datasets
for object detection in satellite imagery can be found in [46].
A new variant of YOLO series, YOLOv4, is proposed in [60]
that uses novel CSPDarknet53 classifier and works twice as
fast as EfficientDet [61] with comparable detection accuracy.
A spatial pyramid pooling block is added to CSPDarknet53
classifier that increases the receptive field of the network and
enhances its learning capability. In contrast to YOLOv3 that
uses feature pyramid network [62], YOLOv4 uses PANet
[63] for object detection.

The problem with the above-mentioned deep learning
models is that these models cannot be transferred to high-
resolution satellite images due to difference between natural
and satellite images. Therefore, to date, several attempts
have been made to detect objects in high-resolution satellite
images. For example, Cheng et al. [64] trained a discrimi-
native CNNs by optimizing novel discriminative objective
function to enhance the performance of scene classification
in remote sensing images. A rotation-invariant CNN is pro-
posed in [65] that enhances the performance by introducing
a rotation-invariant layer in the traditional CNN architec-
ture. A two-stage deep adaptive proposal network (DAPNet)
is proposed in [66] to detect objects in satellite imagery.
The network adopts new learning strategy based on category
prior network (CPN) to generate suitable number of object
proposal for each input image. Similarly, selective search

and EdgeBoxes methods are used in [67] to generate object
proposals followed by a classifier. From experiment results,
the authors demonstrated that EdgeBoxes method generates
high-quality object proposal compared to selective search
method and achieved high recall rate. A multi-scale deep
model is proposed in [68] that detects objects in satellite
imagery. The network consists of two networks. The first net-
work generatesmulti-scale object proposals that are provided
as input to classification network that classifies proposals into
different categories. Deep Boltzmann machine is employed
in [69] to learning low- and mid-level features that can
best describe small objects in satellite images. Then, weekly
supervised learning is used to detect objects in the images. A
robust pre-trainedFaster-RCNNis proposed in [70] for object
detection in high-resolution satellite imagery. A novel deep
learning network is proposed in [71] that exploits contextual
information. The network then learns local and contextual
features in independent ways. A novel two-stage network is
proposed in [72] for image classification and object detection
in satellite images. Three stages deep network is proposed in
[73] to precisely detect objects in satellite imagery. First stage
of the network utilizes selective search algorithm [48] for
object proposal generation. In the second stage, a pre-trained
2-D convolutional network is utilized to extract features from
each candidate region, followed by the classification and
object detection stage.Non-maximumsuppression algorithm
combine with score-based bounding box regression algo-
rithm is used to refine the bounding boxes. Themodel follows
traditional pipeline of RCNN [47] and suffers from the fol-
lowing limitations. (1) The model uses selective search that
generates object proposal without using a learning process,
therefore leads to the generation of in-appropriate object pro-
posals [74]. (2) Selective search cannot efficiently handle
multi-scale problem [75], therefore, the model cannot detect
objects of different sizes. (3) The second stage of the model
utilizes pre-trained network (i.e., AlexNet, GoogleNet) and
utilizes last convolutional layers for object detection. Due to
this strategy, the model is not able to detect small objects,
since information of small objects in the last convolutional
layers is lost. We overcome these limitations, by employing
RPN that generates appropriate object proposals through a
learning process. Furthermore, multiple RPNs enhance the
multi-scale capability of the network to detect objects of
different sizes. To date, a comprehensive survey of object
detection in satellite images can be found in [46]. The survey
includes the review of 110 existing state-of-the-art methods,
datasets for object detection optical remote sensing images.

3 ProposedMethodology

The overall architecture of proposed framework is shown in
Fig. 1. Proposed framework consists of two main compo-
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Fig. 1 Pipeline of proposed framework for object detection in satellite images

nents, namely, feature extraction and object detection part
that detects multiple objects of different scales. For fea-
ture extraction, we use feature pyramid network (FPN) [62].
Region-based object detection frameworks, for example,
Faster R-CNN [49] that uses VGG-16 as backbone network
extracts features from the last convolutional layer. The res-
olution of last convolutional layer is reduced by 1/32 times
of original image after passing through the network. The
last convolutional layer retains the contextual information
which is helpful in detecting large objects, however, it lost
details of small objects. Therefore, with this configuration,
it is hard for likewise region-based object detectors to detect
small objects in high-resolution satellite images, where the
minimum size of the object is 33 × 33 or even less. To
tackle small object detection problem, some methods adopt
fusion strategy, where feature maps from multiple convolu-
tional layers are merged [76,77], however, ignore low-level
feature maps. Generally, CNN consists of a stack of convo-
lutional and pooling layers. The size of the input image is
reduced after passing through these subsequent layers. The
resolution of feature map of low-level convolutional layers is
high and contains much details about location of the objects,
however, lack contextual information. On the other hand, the
resolution of last convolutional layer is small and contains
rich contextual information due to large receptive field. Due
to the small resolution, these higher layers skip important

details about the small objects [78–80]. For a good detector,
it is important to utilize high-resolution feature maps that
capture strong contextual information.

In remote sensing images, most of objects, for example,
cars, ships, airplane, etc. appear smaller than they appear
in natural images while other objects, such as ground track
field, tennis court and basketball court appear large in remote
sensing images. This poses a challenge for a generic object
detector to detect multiple objects with such large-scale
variations. To detect multiple objects with different scales,
we utilize Feature Pyramid Network (FPN) [62] that cap-
tures contextual information from both high and low levels
of the network in the form of multi-scale feature pyramid
without additional memory requirement. FPN follows the
pipeline of fully convolutional neural network that takes an
image of arbitrary size and outputs multi-scale feature maps.
We use FPN with the backbone of ResNets [81], however,
any backbone architecture can be adopted such as VGG-16
[82], AlexNet [83], DenseNet [84], etc. Generally, ResNets
consists of four convolutional blocks [81]. Each convolu-
tional block captures different contexts of the object in the
input image. For example, Conv2_x contains much informa-
tion about the small objects due to its small receptive field,
Conv3_x captures details of the medium objects and the last
twoconvolutional blocks, i.e., Conv4_xandConv5_xcontain
details of the large objects and can capture rich contextual
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information. To detect multiple objects of different sizes, we
utilize all four levels of the pyramid and append multiple
RPNs with different scale sets. The first convolutional block,
Conv1 consists of one convolutional and a pooling layer.
Conv1 applies the convolutional kernel with size of 7 × 7
and stride 2 superseded by a max pooling layer with filter
size of 3 × 3 and stride 2. Each subsequent block consists
of three convolutional layers with the first layer applies the
convolution with kernel size of 1× 1, the kernel size of sec-
ond layer is 3 × 3 and kernel size of third convolution layer
is 1 × 1. The size of feature map is reduced by half after
passing through each convolution block. FPN utilizes the
output (feature map) of each block of ResNet to generate
feature pyramid. To build bottom-up pathway, FPN utilizes
backbone network (ResNet) to compute feedforward com-
putation and generates feature maps at each block of the
backbone network [49]. Generally, the last convolution layer
of each block of the backbone network is considered as ref-
erence feature map and defined as one level of the pyramid.
The reference feature maps for 2nd, 3rd, 4th and 5th blocks
are labeled as {C2,C3,C4,C5}, respectively. The resolution
of each reference map Ci is half the size of previous map
Ci−1. The feature maps of the higher/top layers have low
resolution (spatially coarser) but have rich contextual infor-
mation. This means that each pixel in the feature map of
the top convolutional layer looks to a large window (image
patch) in the input image, therefore looking into a larger con-
text. In other words, the receptive fields of the top layers are
large. Since the receptive field of top layers is large, there-
fore, these top layers capture much contextual information.
This fact is mathematically proved in [85]. To build top-
down pathway, FPN upsamples the top layers and enriches
the feature maps of the top layers by using lateral connec-
tion. Lateral connection then fuses the feature maps of the
top-down pathway (after up-sampled by a factor of 2) and
bottom-up pathway by element-wise addition. Before merg-
ing, the channel dimension of featuremap of bottom-up layer
is reduced by subjecting feature map to 1 × 1 convolutional
layer. To obtain the final map of the top-down layers, each
merged feature map is subjected to 3×3 convolutional layer
to remove aliasing of up-sampling operation. The final map
at each pyramid level is represent by {P2, P3, P4, P5}. Now,
these feature maps are spatially enhanced and semantically
strong enough to detect small and multiple scale objects in
high-resolution satellite images.

After building pyramid of feature maps, the next step is
to generate object proposals for object detection task. We
employ Region Proposal Network (RPN) for object pro-
posals generation which is a class agnostic object detector
[49], operates in sliding window fashion. Originally, RPN
was used in Faster-RCNN for object detection in natu-
ral images. Although, Faster-RCNN achieved commendable
performance in object detection task of large objects, how-

ever, the performance degrades when applied to satellite
images. This is due to fact that RPN uses three scales [49]
(128 pixels, 256 pixels and 512 pixels) and three aspect ratios
(1:1, 1:2 and 2:1) which are specially designed for detecting
large objects in natural images. While the scale and size of
objects in satellite images are smaller than objects in natu-
ral images. Therefore, RPN in the original settings cannot
be directly employed for object detection in satellite images.
Some researchers adopted a straightforward way of improv-
ing the accuracy of detector by including smaller scales to
the original set of RPN [49]. They have improved the result
to some extent but still the accuracy is not enough.

To cover multi-scales of multiple objects in satellite
images, we employ multiple RPNs instead of single RPN as
shown in figure, since each level of feature pyramid captures
different contextual information of the image. For example,
feature map at level P5 contains more contextual informa-
tion since it is obtained from the top convolutional layer
(5th) of the backbone network. This feature map contains the
details of large objects but important information about small
object is lost. On contrary, feature map at level P2 contains
more details about the small objects with no context. From
our empirical studies, we observe that a single RPN cannot
provide enough region proposal [86] that covers multi-scale
objects in satellite images. For generating multi-scale object
proposals, we provide feature map of each pyramid level to
an independent RPN. Since in our case, we have four levels
of pyramid, therefore, we use four RPNs with different scale
settings and aspect ratios.

After appending RPNs, each level of the pyramid then
becomes an object detector that detects objects in satellite
imageswith its own scale range. The use ofmultiple detectors
(with different scale ranges) in a single framework effectively
used for small face detection problem in [86]. We define the
scale range of each detector similar to [86], however, we
modified the scale ranges for each detector according to the
requirement of problem. Let D1 is first detector defined at
the bottom level of pyramid P2. We use a scale set of four
different sizes, i.e., {8, 16, 24, 32} with three aspect ratios
(1:1, 1:2, 2:1).

Generally, D1 uses feature map P2 and generate 12
anchors at each sliding position to obtain region propos-
als. Similarly, detector D2 uses P3 feature map and scale
set {40, 64, 90, 112} with same aspect ratios (1:1, 1:2, 2:1)
also yields 12 anchors. Detector D3 and D4 use scale set
{140, 165, 190, 215} and {240, 265, 290, 315}, respectively,
with same aspect ratios. We define these scale sets by using
an assumption adopted in [86]. We assume that objects with
different sizes can be effectively modeled by using multiple
networks with different scale sets. Using this assumption,
we divide all objects (of both datasets) into four groups, i.e.,
small, medium, large and very large. We assume that size of
small objects ranges from 8×8 pixels to 35×35 pixels. Sim-
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ilarly, the size of medium objects varies from 40× 40 pixels
to 120 × 120 pixels, 125 × 125 pixels to 220 × 220 pixels
for large objects and 225 × 225 pixels to 320 × 320 pixels
for very large objects. We use multiple RPNs with different
scale sets to effectively capture scale variations.

Eachdetector uses its respective featuremapandgenerates
12 object proposal at each location of the sliding window. To
detect small objects in satellite images, we generate object
proposals at each location of sliding window with a stride
of 1. From the empirical studies, we observe that the per-
formance of the framework is decreased with increase in the
stride [85] . Our empirical studies also validate the theoret-
ical investigation of sliding window in [87]. Each detector
will feed the object proposals generated by its respective
RPN to two sibling layers, i.e., regression layer (Reg) and
classification layer (Cls). The regression layer (Reg) predicts
four outputs (x, y, w, h) for each input proposal, where x
and y are the spatial coordinates, w and h are the width and
height of the bounding box. The classification layer (Cls)
assigns the score for being an object or background to each
input object proposal. Proposal accumulator simply accu-
mulates all object proposals generated by these four RPNs,
and resizes all object proposal to a common size to make it
fit to the input of detection network. The detection network
classifies each object proposal into a desired category.

To train the RPNs, we assign labels to anchors based
on Intersection-over-Union (IoU) criteria [49]. A positive
label is assigned to an anchor if IoU between the anchor
and ground truth bounding box is greater than 0.7. Similarly,
negative label is assigned to an anchor if the IoU among the
anchor and ground truth bounding box is less than 0.3. The
anchors whose IoU is greater than 0.3 and less than 0.7 are
discarded and are not used in training. Since, we have dif-
ferent set of scales at different pyramid levels, therefore, we
train each RPN with its own set of training samples [86].
Let S1 = {α1, α2, α3, α4} is scale range of the detector D1.
To generate training samples D1, we define a scale range
R = [αmin, αmax] and greedily samples anchors that falls
within the scale range R. In the same way, we define scale
range for each detector and samples anchors according to
corresponding scale range. We follow the above-mentioned
criteria for selecting positive and negative anchors. We then
define multi-task loss as in [49] to optimize the following
objective function.

L(ci , bi ) = 1

Mcls

N∑

i=1

Lcls(ci , ĉi ) + λ
1

Mreg

N∑

j=1

L reg(bi , b̂i )

(1)

where i is the index of the anchor, N is the amount of
anchors per mini-batch, ĉi is the predicted score of the
anchor and ĉi is the ground truth label. The ground truth

label ĉi is 0 if the anchor is negative and 1 if the anchor
is positive. bi is the four parametrized coordinates of the
predicted anchor i represented as [xi , yi , wi , hi ]T . b̂i is the
four parametrized coordinates of the ground truth bounding
box i and represented as [x̂i , ŷi , ŵi , ĥi ]T . Lcls is log loss
over two classes, i.e., object/background and formulated as
Lcls = −ci (log ĉi ). L reg is the regression loss formulated as
L reg(bi , b̂i )

∑
i∈{x,y,w,h} L1(b̂i , bi ), where L1 is the robust

loss function defined in [88]. The regression loss L reg is
activated only if anchor is positive and remain disable for
negative anchors. The two terms in Eq. 1 is normalized by
Mcls and Mreg, where λ is the balancing parameter and we
keep its value to 10 to approximately balance the two terms
of the equation.

We initialize the weights of all layers by Xavier initializa-
tion [89]. We set the learning rate to 0.001 and decrease the
learning rate by a factor of 10 after every 10k iterations.

4 Experiment Results

To quantitatively and qualitatively evaluate the performance
of the proposed framework, we conduct series of experi-
ments. Furthermore, we perform comparison of the proposed
framework with other reference methods on challenging
benchmark datasets.

4.1 Benchmark Datasets

To evaluate the effectiveness of proposed framework, we use
two publicly available benchmark datasets, namely, NWPU
VHR-10 and DOTA.

NWPU VHR-10 dataset is proposed by Cheng et al.
[90,91]. NWPU VHR-10 is challenging dataset widely used
to evaluate geo-spatial object detection models. The dataset
consists of multi-source and multi-resolution images that
contain objects of multiple scales. The dataset contains 800
images obtained from the Google Earth Pro and Vaihingen
dataset [92]. Among these 800 images, 715 obtained from
the Google Earth Pro with spatial resolution ranges from 0.2
to 0.5 m. The remaining 85 images are acquired from Vai-
hingen dataset [92] with spatial resolution of 0.08 m. These
85 images are color infrared images. The dataset consists of
10 classes of objects with the following labels: These ten
classes of objects are labeled as, airplane as labeled 1, ship
is 2, storage tank is 3, baseball diamond is 4, tennis court is
5, basketball court is 6, ground track field is 7, harbor is 8,
bridge is 9, and vehicle is labeled as 10. The data is divided
into two sets, i.e., positive and negative set. The positive set
contains 650 images with each image containing at least one
object, while the negative set contains 150 images contain-
ing most of the background and does not contain any object.
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Fig. 2 Distribution of number of instances per object class. The objects are manually annotated with bounding boxes that can be utilized for training
the network

Figure 2 summarizes the distribution of number of instances
per each class for positive set. The negative set is used for
object detection based on semi-supervised [90] and weakly
supervised [93] learning which is not the focus of this paper.

For training, we followed the same convention as adopted
in other methods and divide the positive image set into three
splits. We kept 2% positive images for training, 20% for val-
idation and remaining 60% for testing.

DOTA dataset recently proposed by [94] is the most chal-
lenging dataset for object detection in satellite imagery. The
dataset consists of 15 categories and surpasses NWPUVHR-
10 not only in number of categories but also number of
samples per each category. The categories include 10 classes
from NWPU VHR-10 dataset in addition to four new cat-
egories, soccer ball field, helicopter, swimming pool and
roundabout. Objects are labeled as, 1: Airplane, 2: Ship, 3:
Storage tank, 4: Baseball diamond, 5: Tennis court, 6: Bas-
ketball court, 7: Ground track field, 8: Harbor, 9: Bridge, 10:
Vehicle, 11: Soccer ball field, 12: Helicopter, 13: Swimming
pool, 14: Roundabout. The dataset contains 2806 satel-
lite images of different resolutions, perspectives and object
scales. The resolution of images ranges from 800 × 800 to
4000 × 4000 pixels. The dataset contains 188,282 of both
horizontal and oriented annotations, which make it suitable
for both horizontal and orientated object detection in satellite
images

For training and testing, we follow the same convention
as adopted in [94] and use 1403 images selected randomly
for training. The remaining 1/6th and 1/3rd images are used
for validation and testing, respectively.

4.2 EvaluationMetrics

To evaluate the detection accuracy of proposed framework
and other reference methods, we use average precision (AP)

and Precision–Recall curve (P–R curve), widely adopted
evaluation metrics for object detection tasks.

Average Precision computes the average percentage of
accurate detection and its value varies from 0 to 1 and for-
mulated as TP

TP+FP , where TP is the true positive and FP is the
false positive. Recall, computes the percentage of finding all
the positive detection and formulated as TP

TP+FN , where FN
represents the false negative. To find TP, FP and FN, we use
Intersection over union (IoU). IoU is the overlap of area of
predicted bounding box and ground truth bounding box. IoU
measures how accurately bounding box is predicted. Gen-
erally, the location of the object in image is represented by
a bounding box. IoU measures how much predicted loca-
tion overlaps the ground truth location. A threshold value is
defined to decide the fate of each predicted bounding box.
Generally, for object detection tasks, threshold value of 0.5
is used. The predicted bounding box is regarded as TP if IoU
≥ 0.5, otherwise, it will be regarded as FP. After computing
TP, FP and FN for all predicted bounding boxes, we then
compute average precision (AP). Generally, the higher value
of AP is considered as the sign of breakthrough.

Average precision uses a fixed threshold value of 0.5,
therefore, it cannot measure the performance of a detector
usingwide range of threshold values. Generally, average pre-
cision can divide the given data into positive and negative
classes and it may be useful for some applications, however,
it cannot generalize the performance of a detector. Therefore,
for comprehensive evaluation, we use precision–recall curve.

5 Baseline Methods for Comparison

In this section, we briefly discuss the state-of-the-art meth-
ods used for object detection in satellite images. Generally,
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we divide the methods into group, i.e., hand-crafted feature-
based methods and deep learning methods.

Hand-crafted feature base methods include Bag-of-Visual
Words (BoW) [95], collection of part detectors (COPD) [90],
SSCBoW [11] and (FDDL) [96]. Xu et al. use BoW in
[95] to classify aerial images into two classes, i.e., land-
use/land-cover. The model generates visual words and learns
the occurrences of visual words from the training data. The
authors also combine both spectral and texture features for
the classification that further boosts the performance. Cheng
et al. [90] proposed amulti-class object detector and classifier
based on collection of part detectors,where each part detector
is support vector machine that detects spatial object or recur-
ring patterns within range of specific orientation. Sun et al.
[11] proposed spatial sparse codingmethod based on BoW to
detect complex shapes in satellite images. The model adopts
sliding window approach and extracts features from each
window. A novel mapping strategy is proposed to detect rel-
ative parts of the target object. Moreover, the model encodes
geometric information to handle rotation variations. Han et
al. [96] proposed an efficient multi-class geo-spatial object
detector based on discriminative sparse coding. The authors
incorporated Fisher discrimination criterion to learn the dic-
tionary.

In addition to aforementioned methods, we also compare
our results with deep learning models. These models include
R-P-Faster [97], RICNN [65], D-R-FCN [98], Large-RAM
[99], SSD [55], Sig-NMS [100] and YOLOv3 [54].

We evaluate and compare the performance of different
methods using average precision evaluation metric and the
results are reported in Table 1. We first categorize the refer-
encemethods in two categories, i.e., hand-craft feature-based
models and deep learning models. Similarly, we report com-
parison results of different deep models on DOTA dataset
in Table 3. From Tables 1 and 3, it is obvious that pro-
posed model achieves superior performance compared to
other reference methods. We also report quantitative results
of different methods in terms of average precision and recall
in Table 2 on NWPU VHR-10 dataset. Each average preci-
sion and recall value is computed by taking the average of
precision and recall values computed over threshold range
of 0–1. From Table 2, it is obvious that proposed framework
achieves higher precision and recall values (Table 3).

5.1 Ablation Study

We perform ablation study to verify and analyze the effect
of combining different feature maps from different convo-
lutional layers. We evaluate the performance of the network
using four different configurations. In all configurations, we
used VGG-16 as backbone network. In the first configura-
tion, config-1 we used single feature map of C5 and apply
single RPN for generating object proposals. In the second Ta
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Table 3 Performance comparison of different methods on DOTA
dataset using average precision (AP)

Labels Faster-RCNN R-FCN SSD YOLO v2 Proposed

1 0.82 0.81 0.58 0.77 0.85

2 0.50 0.49 0.24 0.52 0.56

3 0.60 0.67 0.47 0.34 0.71

4 0.77 0.59 0.33 0.34 0.79

5 0.90 0.69 0.81 0.61 0.92

6 0.75 0.52 0.25 0.48 0.76

7 0.68 0.59 0.19 0.35 0.68

8 0.62 0.45 0.14 0.36 0.65

9 0.33 0.32 0.16 0.23 0.45

10 0.54 0.50 0.05 0.39 0.55

11 0.57 0.42 0.11 0.29 0.61

12 0.42 0.34 0.00 0.11 0.44

13 0.56 0.53 0.09 0.38 0.57

14 0.50 0.51 0.31 0.36 0.52

Average 0.61 0.53 0.26 0.39 0.65

Table 4 Results of the ablation study using different configurations
using average precision (AP) on NWPU VHR-10 dataset

Labels Config-1 Config-2 Config-3 Config-4

1 0.75 0.84 0.89 0.96

2 0.62 0.69 0.75 0.80

3 0.56 0.79 0.82 0.85

4 0.81 0.85 0.89 0.91

5 0.78 0.81 0.87 0.89

6 0.53 0.64 0.69 0.76

7 0.72 0.84 0.87 0.91

8 0.62 0.70 0.76 0.77

9 0.52 0.67 0.79 0.81

10 0.58 0.69 0.74 0.76

Average 0.64 0.75 0.80 0.84

Objects are labeled as, 1: Airplane, 2: Ship, 3: Storage tank, 4: Baseball
diamond, 5: Tennis court, 6: Basketball court, 7: Ground track field, 8:
Harbor, 9: Bridge, 10: Vehicle

configuration, config-2, we utilized feature maps of C5 and
C4 and append two RPNs for object proposals generation.
In the third configuration, config-3, we append three RPNs
to C3,C4 and C5. In the fourth configuration, config-4 (pro-
posed framework), we append four RPNs to C2,C3,C4 and
C5, respectively.

We compare the performance of all configurations on
NWPU VHR-10 dataset. Since the dataset contains wide
variety of classeswith objects of different scales, orientations
and appearances. We report the results of all configurations
in Table 4. From Table 4, it can be seen that the performance
improves by using multiple RPNs. We achieved best results

Table 5 Inference time comparisons of different models

Methods Average test time per image (in seconds)

BoW 5.32

COPD 1.06

SSBoW 40.32

FDDL 7.17

RICNN 8.77

R-P-Faster 0.005

D-R-FCN 0.20

SSD 0.06

Proposed 0.18

when four RPNs are appended to feature maps of four convo-
lutional blocks. The superior performance may be that using
four RPNs can capture complementary information that can
better represent the scale of the object in satellite images. On
the other hand, config-1 does not yield good results, since the
model uses last convolutional block C5 for generating object
proposals. The receptive field ofC5 is large that contains rich
contextual information about the large objects, however, con-
tains no information about small objects. Therefore, config-1
receives performance set back in detecting small objects.

We compare time complexity of different methods on
NWPU VHR-10 dataset and results are reported in Table 5.
From Table 5, it is obvious that most of hand-crafted feature
models take large inference time compared to deep learn-
ing models. Furthermore, the inference time of proposed
framework is relatively slower than other deep learningmod-
els. This is due to the reason that multiple scale-specific
RPNs are used for generation of multi-scale proposals. How-
ever, proposed model is faster than D-R-FCN, RICNN and
achieves reasonable runtime speed with superior detection
performance.

5.1.1 Discussion

From experiments results, we report the following conclu-
sions. BoW [95] model achieves relatively low AP values
compare to state-of-the-artmethods. This is due to reason that
BoW computes the histogram from each block of the image
and then generates visual vocabulary by employing K-means
clustering. Since histogram cannot retain the spatial relation-
ship among the local features, therefore, the method cannot
detect complex objects. This is obvious from the table, BoW
produces lower AP values for detecting baseball diamond,
tennis court, ground track filed, bridge and vehicle. Simi-
larly, SSCBoW[11] also generates histogram fromeach local
region of the image, however, k-means clustering is replaced
by sparse coding scheme for visual encoding that results in
the performance boost compared to BoW [95] model. FDDL
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Fig. 3 Visualization of the objects detected by proposed framework using NWPU VHR-10 dataset. The figure also shows the confidence value and
bounding box of each predicted object in the given image (best view zoom in)
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Fig. 4 Visualization of the objects detected by proposed framework using DOTA dataset. The figure also shows the confidence value and bounding
box of each predicted object in the given image (best view zoom in)
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[96] adopts sparse representation formulti-class object detec-
tion. The method extracts few representative atoms from
image patch. The method first reduces the size of image
patch to fit the size of atoms. Important and critical details
are lost due to this re-sizing step that significantly affects
the detection accuracy of FDDL model. COPD [90], on the
other hand, achieves superior performance compared to other
hand-crafted feature base models. COPD uses collection of
part detectors, where each detector classifies the class of the
object with different viewpoints and then adopts iterative
strategy to further refine the part detectors during training.
Since COPD uses multiple part detectors to capture different
viewpoints of the objects, therefore, the collection of part
detectors boosts the detection accuracy by effectively detect-
ing oriented objects.

We further discuss the performance of different deep
learning models reported in Table 1. From Table 1, it is
observed that R-P-Faster achieves relatively low values of
AP for all ten categories. This is due to the fact that the
method builds themodel based onFaster-RCNN that uses last
convolutional layer for object detection. The last convolu-
tional layers have rich contextual information, however, due
to large receptive field, the information about small objects
is lost. SSD also produces inferior results compared to other
methods. This is due to reason that On the other hand, SSD
uses shallow layers to detect small objects, that SSD uses
feature map of shallow layer for object detection. The fea-
ture maps of shallow layers are enriched with information
about the small objects, however, cannot capture the con-
text and information of large objects. This is also evident
from Table 1, where SSD achieves good AP values for small
objects, like airplane, ship, tennis court, etc., but produces
lowerAPvalueswhile detecting large objects, likeBasketball
court. RICNN [65] uses classification network, i.e., AlexNet
and follows pipeline of R-CNN [47] for object detection in
satellite images. Similar to R-CNN, the authors use selec-
tive search (SS) [48] method to generate fix number object
proposals. However, the selective search algorithm generates
object proposals based on hand-crafted feature and involves
no learning process. The algorithm generates in-appropriate
object proposals and cannot handle multi-scales properly.
Deformable region-based fully convolutional network [98]
produces comparable results.

To visual the detection performance of proposed frame-
work, we report qualitative results in Figs. 3 and 4 on NWPU
VHR-10 and DOTA datasets, respectively. From Figs. 3
and 4, it is obvious that proposed framework demonstrates
good detection performance not only in detecting small
objects, such as ship, vehicles and airplanes but also achieve
great performance in detecting large objects like Ground
track, Baseball diamond.

6 Conclusion

In this paper, we developed a framework that detects multi-
class geo-spatial objects in high-resolution satellite images.
Proposed framework deals multi-scale problem by employ-
ing multiple RPNs instead of a single RPN, with each RPN
has its own scale range. We conduct comprehensive evalu-
ation of the framework on challenging datasets that contain
multiple objects classes.Wedemonstrate through experiment
results that proposed framework achieves state-of-the-art
performance. However, proposed framework suffers from
the computational cost during training, since we are training
multiple detectors in a single framework. This will be one
of important consideration in future to improve the perfor-
mance of framework in terms of speed and accuracy. Also we
will extend the framework to incorporate oriented bounding
boxes for the object with different orientations.
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